
Ab initio study of self-diffusion in silicon over a wide temperature range:
Point defect states and migration mechanisms

Shangyi Ma1,2 and Shaoqing Wang1

1Shenyang National Laboratory for Materials Science, Institute of Metal Research, Chinese Academy of Sciences,
Shenyang 110016, China

2Graduate University, Chinese Academy of Sciences, Beijing 100049, China
�Received 4 April 2010; published 12 May 2010�

We identified the states of intrinsic point defects underlying the self-diffusion in Si and clarified the change
of dominant diffusion mechanism responsible for the self-diffusion over a wide temperature range using ab
initio method. We presented a reliable self-diffusion model that the mechanisms of vacancies and self-
interstitials dominate below and above 1220 K, respectively. Our calculations provided a clear picture of Si
self-diffusion at lower and higher temperature ascribed to single point defects rather than extended defects. The
calculations also provided valuable information on the energy levels and the thermal equilibrium concentra-
tions of point defects, which are highly controversial in experimental reports due to detection limits.
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The characteristic of self-diffusion in Si remain ambigu-
ous, although it has been established the self-diffusion is
predominated by the intrinsic point defects, self-interstitials
�I�, and vacancies �V�. The experimental situation regarding
this issue is highly controversial due to detection limits, es-
pecially when it comes to the energy levels and equilibrium
concentrations of I and V, the specific diffusion states and
their migration barriers at cryogenic and elevated tempera-
tures, and the relative contributions of I and V to
self-diffusion.1–6 Though the available computational reports
had shined some lights on these topics, large discrepancies
exist in various calculations.2 Thus, the self-diffusion mecha-
nisms in Si are challenged experimentally and theoretically
yet.

In this work, we identify the charge states of I and V
responsible for the self-diffusion in Si and calculate the self-
diffusion coefficients over a wide temperature range. The
change of the self-diffusion mechanisms and the crossover
temperature of 1220 K are demonstrated.

Under thermal equilibrium conditions, the self-diffusion
coefficients DSi

SD of Si are expressed by7

DSi
SD = f I�

q

CIq
eqdIq/C0 + fV�

q

CVq
eqdVq/C0, �1�

where f I=0.73 and fV=0.5 are the correlation factors for the
diffusion of I and V,2 CIq�Vq�

eq and dIq�Vq� are the equilibrium
concentrations and the diffusivities of I �V� in various charge
states q �q=0, �1, �2�, respectively, and C0=5
�1022 cm−3 is Si concentration. From Eq. �1�, it is seen
CIq�Vq�

eq and dIq�Vq� are required to approach the underlying
mechanism of Si self-diffusion. Here, the basic calculations
are described. The density functional theory �DFT� calcula-
tions were performed with Perdew-Burke-Ernzerhof �PBE�
version8 of generalized gradient approximation within plane-
wave pseudopotential scheme using QE package.9 The calcu-
lations for I �V� were performed plus �minus� one atom in
cubic supercells containing 64, 216, and 512 atoms, using
the theoretical lattice constant of 5.475 Å. To circumvent the
limits of computational resource, the kinetic cutoffs were set

to 30, 20, and 15 Ryd for 64-, 216-, 512-atom models, re-
spectively, and the corresponding energy per atom converges
within 0.001, 0.004, and 0.04 eV, respectively. The Brillouin
zone was sampled with 2�2�2 k-point mesh for 216-atom
model and the special k point of � and L for 512-atom
model. The 2�2�2 mesh was also set for 64-atom model to
accord with other highly expensive calculations, e.g., hybrid
density functionals and phonon calculations. A neutralizing
uniform background charge was introduced for charged de-
fects. The initial configurations were slightly randomized and
then relaxed until the atom forces were lower than 3
�10−4 eV /Å. The calculations are within 0.05 eV errors
unless otherwise stated.

Two typical self-interstitials which are expected to be
stable in neutral state were considered as starting points for
the charged self-interstitials,10 the displaced hexagonal Idh
�Si displacing a little along the direction perpendicular to the
plane of the hexagonal Si, C3v symmetry� and the split-�110�
Is �Si-Si pair sharing one lattice site in �110� direction, C2v
symmetry�. Though the starting points might be a restriction,
our studies showed our calculations can be comparable well
with the establish reports. The relaxation of Xq �I or V with q
charge� showed that, Idh

0 relaxed toward tetrahedral site once
one hole was trapped, which retained C3v symmetry and
nearly degenerated with It

+1 �Si staying at tetrahedral site, Td
symmetry� in energy; Idh

+1 changed to It
+2 immediately when it

caught another hole; Is
+1 and Is

+2 were saddle points on energy
surface and they easily switched to Idh

+1 and It
+2, respectively;

Idh
−1, Idh

−2, Is
−1, and Is

−2 nearly remained their starting configura-
tions even they caught electrons. For Vq, the charged lattice
vacancy VL

q nearly remained its initial configuration in 64-
atom model. Whereas further calculations with larger models
indicated that, VL

−2 was saddle point and could change to the
semivacancy VS

−2 �Si situating the center between two neigh-
boring empty lattice sites, 0.15 eV lower in energy than that
of VL

−2�; VS
−1 is almost degenerate with VL

−1 in energy. VS
−2 and

VS
−1 are in D3d symmetry. The symmetries of VL

0, VL
+1, VL

+2,
and VL

−1 are D2d, D2d, Td, and C2v, respectively, which consist
with the established reports.11,12

Once the ground states of Xq were determined, their for-
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mation energies EXf

q were computed with the total energies
EX

q by11 EXf

q =EX
q −N�+q�EVBM+�e�, where N is the number

of Si, � is Si chemical potential, and �e is Fermi level ref-
erenced to the valance-band maximum �VBM� EVBM in
equivalent bulk. The EVBM position of defect-containing
model is different from that of perfect bulk, thus an average
potential difference is used to align the VBM of defects.13

The influence of neutralizing charge was corrected with the
Makov-Payne scheme14

EXf
q

MP = EXf

q + q2�/2L� + 2�qM/3L3� + O�L−5� , �2�

where EXf
q

MP is the formation energy of isolated Xq �or Xq in an

infinite sized model�, �=2.8373 is the Madelung constant for
simple cubic, � is the dielectric constant of Si �we used cal-
culated value 12.8 for consistency�, M is the coefficient of
L−3 term, which can be determined from the fit. Fitted to Eq.
�2�, EXf

q
MP was extrapolated, as showed in Figs. 1�a� and 1�c�.

The formation energy of isolated VS
−2 was obtained by cor-

recting the value extrapolated via VL
−2 with the energy differ-

ence of VL
−2 and VS

−2 in 216-atom model due to failing to find
VS

−2 in 64-atom model. The extrapolated values are within 0.1
eV errors for VL

+2, VL
−1, and VL

−2, which may be induced by the
lower kinetic cutoffs in 512-atom model and the small 64-
atom model which can’t afford enough relaxation for vacan-
cies with double charges.

Rinke et al. demonstrated the band-gap problem of DFT
affects the calculation of self-interstitials formation energy in
Si.15 Alkauskas et al. showed the band-gap problem of DFT
could be eliminated by tuning the fraction of Hartree-Fock
exchange incorporated in hybrid density functionals.16 Thus,
we considered the reliable results can be obtained if one
extrapolates the formation energies calculated by tuned hy-
brid density functionals. Nevertheless, the cost of hybrid
density functionals is so high that we hardly afford the cal-
culations with hundreds of atoms. To circumvent the limits,

we assumed that the difference of EXf

q obtained between 64-
atom and the extrapolated EXf

q
MP with DFT-PBE, which is de-

noted as size-correction term, has the same magnitude as that
of calculations with hybrid density functionals. Then the re-
liable formation energies can be evaluated by correcting the
values calculated by hybrid density functionals in 64-atom
model with the size-correction terms. The hybrid density
functionals which replaces 21% PBE exchange with Hartree-
Fock exchange was considered, with which the experimental
band gap of 1.2 eV was reproduced. Consequently, the final
formation energies EXf

q
final for Xq were obtained.

The dependences of EXf
q

final on Fermi level were illustrated

in Figs. 1�b� and 1�d�. The stable defects were marked by
heavy lines. For self-interstitials, Idh�s�

+1 is unstable and it can
be lowered in energy upon capturing a hole instead of raised,
in which instance, Idh�s�

0 , Idh�s�
+1 , and It

+2 are said to form an
Anderson negative-U system. The calculations showed It

+2 is
predominant in p-type Si, and switch to Is

0 in weak n-type Si,
which theoretically confirm the experimental report.17 Owing
to lacking direct experimental evidence, considerable uncer-
tainties exist with respect to the donor and acceptor level for
the intrinsic points in p- and n-type Si. In our calculations,
the single donor levels are EVBM+0.7 and EVBM+0.44 eV
for Idh and Is, respectively, which fall in the experimental
range of 0.17–0.73 eV above VBM.2 The value of Is con-
firms the value of 0.43–0.45 eV above VBM deduced from
the formation of radiation defects.2 Our double donor level is
EVBM+0.95 eV for Idh�s� which is comparable well with the
rare experimental report of EVBM+0.87 eV.2 For acceptor
levels, the negative-U system is also observed for Idh

0 , Idh
−1,

and Idh
−2. The acceptor levels are around EVBM+1.03 eV for

Is
−1, Is

−2, Idh
−1, and Idh

−2. Our single acceptor levels fall in the
range of 0.63–1.03 eV above VBM reported by various ex-
periments, and confirm the result of EVBM+1.03 eV sug-
gested by oxidation enhanced diffusion measurements.2 For
vacancies, the characteristic of negative-U can also be no-
ticed for VL

0, VL
+1, and VL

+2, and for VL
0, VS

−1, and VS
−2. Our

single donor level of EVBM+0.05 eV consists with the direct
evidence of EVBM+0.05 eV,17 whereas the double donor
level is 0.3 eV higher than that of measurements �0.11–0.13
eV above VBM�. The deviation may be induced by the un-
relaxed results in 64-atom model. The acceptor levels of
0.19–1.03 and 0.73–1.13 eV above VBM were reported for
single and double acceptor levels, respectively.2 Our single
acceptor level is about EVBM+0.73 eV �with 0.1 eV errors�,
which confirms the measurements of EVBM+0.73, EVBM
+0.78 and EVBM+0.68 eV.17 Our double acceptor level of
EVBM+0.58 eV �with 0.1 eV errors� confirms the value of
EVBM+0.73 eV measured by Boyarkina.2

The Fermi level of Si always locates around the middle of
the band gap. Whereas, the band gap is temperature depen-
dent and it can be described by the empirical expression,17

Egap�T�=Egap�0�−�T2 / �T+��, where T is absolute tempera-
ture, Egap�0� is the band gap at 0 K, �=0.000473 eV /K and
�=636 K are empirical constants. Hence the Fermi level
shifts down from EVBM+0.6 to EVBM+0.33 eV approxi-
mately as the temperature increasing from 0 to 1600 K, as
illustrated by the shadow areas in Figs. 1�b� and 1�d�. One

FIG. 1. �a� and �c� show the fitting of formation energies with
Makov-Payne scheme in various charge states. �b� and �d� show the
formation energies of self-interstitial and vacancies functioned with
Fermi level, respectively. The shadow areas indicate the change
interval of Fermi level as temperature increases from 0 to 1600 K.
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can notice It
+2 and VL

0 are the favorable defects in this range,
which implies they may be the real ones underlying the self-
diffusion in Si. To identify the roles of It

+2 and VL
0 in self-

diffusion, we focused our attention on their thermal equilib-
rium concentrations and diffusivities in the following
calculations.

It is known the thermal equilibrium concentration of neu-
tral defect X0 can be expressed as1 CX0

eq =	X0C0 exp
�−FX0

f / �kT��, where 	X0 is the degree of internal freedom for
X0, FX0

f is the formation free energy of X0 and it is summed

from the EXf
q

final and the vibration formation energy 
FX0
f . The


FX0
f is calculated with 
FX0

f =FX0
vib− �N�1�Fbulk

vib /N, where N

is the number of Si in bulk model, and FX0�bulk�
vib is the vibra-

tional free energy of X0 �bulk�. The vibrational free energy of
a model containing N atoms was calculated with phonon
density of states �PDOS� g��� using harmonic approximation
Fvib=3NkT�0

�ln�2 sinh�� /2kT��g���d�. The PDOS was
calculated with density functional perturbation theory18 using
64-atom model. Our tests showed the methods confirmed the
calculations within 2% errors. More details about the tests
can be found in Ref. 19. Using the internal freedom of 4 for
Idh

0 , 6 for Is
0, and 3 for VL

0,10 we estimated their concentrations
and illustrated them in Fig. 2. For It

+2, its concentration was
obtained by the expression17

CI+2
eq = CI0

eq�	It
+2/	I0�exp�− �2Efermi − EI+2

�+2/1� − EI+1
�+1/0��/kT� ,

�3�

where 	It
+2 and 	I0, respectively, denote the degeneracy fac-

tors of It
+1 and I0, and 	It

+2 =	I0 in this instance, EI+1
�+1/0� and

EI+2
�+2/1� are the single and double donor levels reference to

VBM. We evaluated the concentration of It
+2 and showed it

in Fig. 2�a�, in which some selected experiments2,20–23 were
also given for comparison. It is showed the concentration of
Idh�s�

0 is negligible compared with that of It
+2. The calculated

concentration of It
+2 is comparable with most experiments

within one order of magnitude, especially agree well with the
estimation of Morehead.1 It can be fitted in the form of CI

eq

=7.5�1027 exp�−�3.98�0.07� / �kT�� cm−3 approximately.
For VL

0, it can also be fitted in the form of CV
eq=2.47

�1025 exp�−�3.81�0.06� / �kT�� cm−3, which is about one
order of magnitude lower than that of most estimations.

As the last unknown quantity in Eq. �1�, dXq can be ob-
tained with the jump length r, the number of possible neigh-
boring jump site z, and the jump rate � related with jump
event, dXq = �z /6�r2�.7 According to the harmonic transition
state theory, the jump rate � is written in terms of migration
barrier 
Em and effective frequency v�, �=v� exp
�−
Em /kT�, where v� is the ratio of the product of the N
normal frequencies v j of the system at the initial point to the
N−1 normal frequencies v j� at the saddle point, v�

= �	 j
Nv j� / �	 j

N−1v j��.24 The normal frequencies were also cal-
culated with the same scheme of PDOS. Two probable dif-
fusion paths for It

+2 were identified via climbing image
nudged elastic band method.25 In path I, It

+2 migrated to
neighboring tetrahedral site via the saddle point Iih

+2 �Si situ-
ating at the center of hexagonal ring� under the interstitials
mechanism, It

+2→ Iih
+2→ It

+2, with 1.15 eV barrier. Whereas
It

+2 migrated under the “kick-out” mechanism in path II, It
+2

→ Is
+2→ It

+2, in which It
+2 approached to lattice site and

formed Is
+2 and then occupied the site by “kicking-out” the

original Si to tetrahedral site, with 1.20 eV barrier. The pa-
rameters for evaluating the diffusivity were z=4, r=2.40 Å,
and �=1.79E14 s−1 for path I, and z=4, r=4.6 Å, and �
=1.96E14 s−1 for path II. Consequently, the respective dif-

fusivity was obtained, dI
t+2

=0.069 exp�−�1.15�0.02�
/ �kT�� cm2 s−1 for path I and dII

t+2
=0.276 exp

�−�1.20�0.02� / �kT�� cm2 s−1 for path II. Considered the
jump event taking place only along one of the two paths per
time, the contribution weight of each path is required. Since
Voter had demonstrated that the average time � for jump
event is in inverse proportion to its jump rate,26 one can
deduce that the average number of jump event occurring
along specific path is in direct proportion to its jump rate.
Thus, we evaluated and normalized the contribution weights
of path I and II by their jump rates. Finally, the effective
diffusivity of It

+2 was obtained in the form of dIt
+2

=0.17 exp�−�1.20�0.02� / �kT�� cm2 s−1 by fitting the sum

of weighted dI
t+2

and dII
t+2

. For vacancy, VL
0 migrated to the

nearest site by overcoming 0.28 eV barriers, which was com-
parable with the value of 0.45�0.02 eV measured at cryo-
genic temperature.6 The diffusivity of VL

0 was also obtained
with the parameters z=4, r=1.79 Å, and �=1.08E13 s−1,
dV0 =0.0023 exp�−�0.28�0.04� / �kT�� cm2 s−1. Our
calculated diffusivity of vacancy consisted well
with the experimental report, dV0 =0.0012
exp�−�0.45�0.02� / �kT�� cm2 s−1,6 especially our prefactor
agreeing within a factor of 2. This good agreement validated
the methods used. Combining the concentrations and diffu-
sivities of the candidates, It

+2 for self-interstitials and V0 for
vacancies, and their correlation factors, we evaluated the dif-
fusion coefficients of It

+2 and VL
0 in the form of, DIt

+2

=1.862�104 exp�−�5.18�0.09�
/ �kT�� cm2 s−1 and DV0 =0.568 exp�−�4.09�0.1� / �kT��

FIG. 2. �Color online� The equilibrium concentration of self-
interstitials �a� and vacancies �b�. The shadow areas indicate the
errors of experimental reports of Bracht et al. �for I� and Dannefaer
et al. �for V�.
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cm2 s−1, respectively, which were showed in Figs. 3�a� and
3�b�. The calculations of self-interstitials consist with the
values measured by Morehead,1 Bracht et al.,27 and Ural et
al.28 For self-interstitials, only the contributions of It

+2 were
considered, and the contributions from other states were ig-
nored due to their negligible effects at higher temperatures.
However, their contributions are comparable with that of It

+2

at lower temperature; it may be the reason why some small
deviations exist compared with experiments at lower tem-
peratures. For vacancies, the calculations are comparable
well with the measurements by Morehead,1 Shimizu et al.,4

Bracht et al.,27 and Ural et al.28 Using single vacancy model,
we obtained the diffusion coefficients of vacancy consistent
with experiments, which theoretically confirm the conclusion
deduced by Watkins that the diffusion properties of vacancies
are identical at elevated and cryogenic temperatures.6 Based
on the comparison of the calculations and experiments, one
may infer It

+2 and V0 are the real ones mainly responsible for
the results of self-interstitials and vacancies measured by ex-
periments, respectively.

Summing the individual contributions of self-interstitials
and vacancies, we evaluated the self-diffusion coefficients of
Si in the form of DSi

SD=1.862�104 exp�−�5.18�0.09�
/ �kT��+0.568 exp�−�4.09�0.1� / �kT�� cm2 s−1. It is seen in
Fig. 3�c� that the calculations agree well with experiments
performed by Bracht et al., Ural et al., Demond et al., and
Fairfield et al. using various isotope of Si as tracer.2 The
good agreements further confirm that It

+2 and V0 are the dif-
fusion species underlying the self-diffusion in Si. The indi-
vidual diffusion contributions of self-interstitials and
vacancies are showed. One can see vacancies dominate the
self-diffusion at low temperatures, while self-interstitials
play a dominant role at higher temperatures. Their intersec-
tion situates approximately at 1220 K, which is about 50 K
higher than the crossover temperatures reported by Shimizu
et al.4 Thus, the break point in the diffusion coefficients
showing non-Arrhenius behavior exists at 1220 K. The cal-
culations imply that Si self-diffusion has activation energy of
about 5.18 and 4.09 eV for temperatures greater and less than
1220 K, respectively, due to the changing of dominant role
responsible self-diffusion.
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